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Abstract

Every word in the lexicon of a natural language is used distinctly from all the other words.
A word expert is a small expert system-like module for processing a particular word based
on other words in its vicinity. A word expert exploits the idiosyncratic nature of a word
by using a set of context testing decision rules that test the identity and placement of
context words to infer the word’s role in the passage.

The main application of word experts is disambiguating words. Work on word experts

has never fully recognized previous related work, and a comprehensive review of that
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work would therefore contribute to the field. This paper both provides such a review,
and describes guidelines and considerations useful in the design and construction of word
expert based systems.

1 Introduction

A word expert is a set of decision rules — an expert system-like module — for ana-
lyzing passages containing a particular target word. It tests the context in which a
target word appears, disambiguating or otherwise analyzing the target on the basis
of other nearby words with little or no syntactic pre-processing. Thus, word expert
based disambiguation relies on the value of nearby context words for disambigua-
tion. This value has been directly addressed for single context words (Yarowsky
1993) and for multiple context words (Gale et al. 1993), as well as indirectly ad-
dressed by the disambiguation results described in much of the published work on
word experts. The context of an ambiguous word contains a number of different
sources of evidence relevant to its disambiguation, but in one experiment, using
just the best source of evidence led to results that were better than combining the
various sources of evidence, presumably since combining evidence for this task is
difficult to do well (Yarowsky 1994a). Thus while word expert construction, like re-
lated statistical methods, has often relied on corpus-based frequency counts, word
expert construction is significantly eased by not having to combine different sources
of evidence.

Lexical disambiguation is important and is a focus of word expert work. Table 1
lists some varieties and applications of lexical disambiguation.

Disambiguating numerous different words requires a lexicon containing numerous
different word experts. Developing a lexicon of word experts is an engineering task
whose goal is a set of modules, approximately one per word in the lexicon. Because
new word experts are easily added, a lexicon of word experts is easily extended,
may be developed in parallel by several individuals, and in general has desirable
characteristics of modularity, decomposability, and incremental scalability. Because
the total amount of labor involved in manually creating a large lexicon of word
experts is high, automation or at least partial automation is an important goal.

2 Roots of Word Experts

The roots of word experts go back long before the advent of the computer. Basic
information about individual words was tabulated at least as early as 2800 years
ago (Wieger 1965). Concordances constitute words in context, from which context
testing decision rules for use in word experts may be derived. Sizable concordances
have existed since at least as early as circa 1100 (ben Jehiel 1969). Frequencies of
occurrence for the different disambiguations of ambiguous words can be a significant
source of baseline evidence for disambiguation. Lorge (1937) (1938) (1949) directed
the compiling of such occurrence frequencies just prior to the computer era, hiring
lexicographers to painstakingly sift through a sizable corpus of written text and
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(1969)), and information retrieval.

Table 1.
Some disambiguation tasks. Application domains include computer assisted lan-

guage learning (cf. the journal Computer Assisted Language Learning) (Berleant
et al. 1994); machine translation; automated content analysis (e.g. Stone (1966)

Disambiguation task

Example

Sense selection

Does can refer to “able” or “container”?

Word translation

The English can translates more than
one way into most other languages.

Accent restoration

In re-accenting de-accented text, if
resume means “continue” leave it
unaccented; if it means “vita” then
accent it.

Part of speech tagging

Is graduate used as a noun or a verb?

Automated spelling correction

Should wurd be changed to
“ward” or “word” or ...?

Case checking and recovery

In case recovery from upper-cased text
should LISP be left upper case

(a computer language) or made lower
case (a speech impediment)?

Homograph pronunciation selection

Should bass be pronounced as in the
fish or the instrument?

Homophone de-transliteration

In recovering the original Chinese
character for the transliteration chiou
there are several possibilities.

Abbreviation expansion

Restoring vowel diacritics in texts
written in semitic alphabets.
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tabulate the frequencies of word senses distinguished in the 1933 edition of the
Ozford English Dictionary.

3 (lirca 1970: Word Expert Research Begins

The advent of the computer brought great promise for automated processing of
natural language, leading to the application of computers to word experts, first
proposed by Stone! et al. (1966) on pp. 152-167, later implemented (Stone 1969),
and subsequently automatically acquired (Weiss 1973)2. Stone’s word experts were
derived from passages each containing the word to be disambiguated, several words
before it, and several words after it. Weiss’s word experts were derived from sen-
tences containing the word to be disambiguated. Decision rules tested the context of
an ambiguous target word for the presence and location relative to the ambiguous
target word of various other words, then concluded the meaning of the target.

Stone’s application was automated content analysis (1966); Weiss’s was informa-
tion retrieval (1973). Both content analysis and information retrieval can benefit
from semantic disambiguation because they are ideally based on concepts, not the
often conceptually ambiguous words used to specify concepts.

3.1 Design and Examples

Both Stone and Weiss designed word experts as sets of decision rules — miniature
expert systems. A rule’s left hand side specified requirements on the context words
surrounding the target word to be disambiguated. If these context requirements
were satisfied then the right hand side concluded the meaning of the target. Weiss
provided two different ways for a rule’s left hand side to express requirements on
context.

1. A specific context word is required to be a specific positive or negative distance
from the target. An example would be,
IF:  the word after provide is “for”
THEN: provide means “furnish support.”
This decision rule applies to the example:
S1. The animal shelter will provide for abandoned pets.

2. A specific context word is required to be a nonspecific distance from the
target. An example would be,
IF: “music” appears near band
THEN: band means “group of musicians.”
This decision rule applies to the example:
S2. The music of that band is unusual.
Stone also provided for two additional kinds of rules:

! Philip Stone is with Harvard University.
2 Stephen Weiss is with U. of N. Carolina, Chapel Hill.
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3. A nonspecific member of a category of context words is required to be a
specific distance from the target. An example would be,
IF:  the word before stop is a transit method
THEN: stop means “a place for passengers to get on or off.”
This decision rule applies to the example:
S3. The trolley stop has two benches.

4. A nonspecific member of a category of context words is required to be a
nonspecific distance from the target. An example (after Stone (1969) p. 211)
would be,

IF: a “do” verb appears within four words preceding matter
THEN: matter means “having significance.”

This decision rule applies to the example:

S4. Tt does not really matter much.

Stone and his then student Kelly later provided some less frequently useful ex-
tensions to these rule types, such as testing for absence rather than presence of
context words. The final form of their word expert architecture is described in
Kelly and Stone (1975) on pp. 23-29; see also Stone (in preparation). However, the
main difference between their architecture and that of Weiss is in their reliance on
testing for nonspecific context words. This is a significant difference because of the
resultant frequent necessity to determine the categories of context words in order
to determine whether a rule’s IF condition is satisfied. Unfortunately, determining
a context word category involves more than simply looking it up in a table, be-
cause the category can be ambiguous. Thus two word experts WE; and WE;, can
potentially deadlock, with WE; waiting for WE, to disambiguate the category of
its target word so that word’s category can be tested by WE;, and likewise with
WE- waiting for WE; to disambiguate the category of its own target word, which
is required by a rule in WE,. Kelly and Stone ((1975) p. 31 item c) discuss this
problem further.

Kelly and Stone provide detailed explanations of their word experts for last and
to, and a twelve page description (p. 99 fI.) of how their system disambiguates the
italicized words in the sentence

S5. But rather — just like my relative, he grew rather upset.

They provide a sizeable manually generated lexicon of word experts for sense dis-
ambiguation, over 1000 of them, many of which handle both base and suffix forms
and many of which include performance data, taking a total of 145 pages.

Both Stone and Weiss found their word experts to be generally effective. Stone
(1969) pp. 217218 found a precision of 97.5% for the word like and 89.6% for
the word that (see also Table 3 of this paper). Weiss (1973) found an average
precision of 96% and an average recall of 90% for the words degree, type, volume,
board, and charge (see also Table 5 of this paper). Note that strict comparisons
between Stone’s and Weiss’s performance figures are impossible because they are
based on different ambiguous words and because of differences in criteria for what
constitutes a sense of an ambiguous word (Kelly and Stone (1975) distinguish only
a “bare minimum” of senses (p. 13) many of which corresponded to part of speech
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distinctions (pp. 3, 11, 16)). The number of potential disambiguations of a word
depends on the lexicographer and the application, and the more disambiguations
that are distinguished or the less clearcut the distinctions among them, obviously
the more difficult disambiguation will tend to be.

4 Circa 1980: Complex Communicating Word Experts

Whereas workers such as Kelly and Stone often used word experts of about a
half dozen lines, Rieger and Small considered a word expert of a half dozen pages
deprived. While their word expert for throw had six pages of code, they felt it should
have been “10 times that size” (Small and Rieger 1982). Their word experts not
only disambiguated but performed natural language understanding roles as well.

Chuck Rieger® began using word experts for natural language understanding
in the late ’70s (1978) (1978a) (1979). He was soon joined by his then student
Steven Small* (Rieger and Small (1979), (1981)) who ultimately led the research
(Small (1979) (1980) (1981) (1983)) (Small and Rieger 1982). Geert Adriaens®
(1986) (1987) extended the work to Dutch. Adriaens and Small (1988) provide
a retrospective. The research heavily influenced ongoing work by Adriaens’ group
(Adriaens 1989) (Devos et al. 1988) (Devos and Adriaens 1994) and Udo Hahn® (e.g.
(1989) (1994)). A description of the Rieger-Small approach is next, emphasizing
the word sense disambiguation aspect of their work. Section 4.2 synopsizes the
literature.

4.1 Disambiguation and the Rieger-Small Approach

The first paper (Rieger 1978), largely speculative, describes a game suggesting the
potential usefulness of interactions among word experts.

Game. Fach player is given a different word from a sentence which is kept secret, and
takes on the role of word expert for that word. Players try to disambiguate their word and
understand its role in the sentence by asking questions of other players. The group thus
informally simulates interacting word exrperts.

Participants demonstrate “surprising” accuracy in disambiguating their respective
words and even in interpreting the entire sentence ((1978) p. 134). Such a game can
shed light on the kinds of communication that are most useful among word experts,
and suggests protocol analysis and human simulation as potentially useful tools in
word expert, construction.

In the Rieger-Small approach several word experts are invoked on a sentence,
one for each word in it. The word experts are designed as coroutines which com-
municate among themselves, sending and receiving messages. This increases the

% Charles (usually publishing as “Chuck”) Rieger did his work while at the University of
Maryland, College Park.

* Small is with the University of Pittsburgh.
® Adriaens is with the University of Leuven, Belgium.
® Hahn is with the University of Freiburg, Germany.
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potential disambiguating power of a word expert because it can use as evidence not
only the identity of nearby words but additional facts supplied by their respective
word experts. Consider for example a word expert attempting to disambiguate the
translation of the Chinese word —“* (pronounced “yi-ge”) into English as “a” or
“an” given a sentence

S6: ... — W
It would help that expert greatly to find out from the Ei P S (“hai-yang”) expert
whether the current occurrence of WHF is best translated as “ocean” or “sea,” so
that S6 could be correctly translated as ”

The Rieger-Small school of word expert based analysis aimed to do not only
word disambiguation, but sentence understanding as well. Consider for example
two sentences provided by Small (1981):

S7. The man eating tiger growled.

$8. The man eating spaghetti growled.
The sense of the word eating is similar in both cases, yet who or what growled and

113 »” “

..anocean ...’ Or ..asea . ...

what is or may be eaten differs greatly. Sentence understanding is harder than word
sense disambiguation, so more sophisticated word experts are implied. Rieger and
Small needed to:

e infer not only the meaning of a verb but also its subject, and its object if
present.

e be able to analyze any word, even closed class words, which are more difficult
to handle (see Section 7.2 item 2. of this paper).

e use a blackboard to accomplish the “messy details” (Cottrell 1989) of control
and communication among word experts.

The complexity of these tasks led to complexity in their word experts. The size and
complexity of their word experts contrasts with the small size of Stone’s and Weiss’s
word experts. While Stone and Weiss built effective word experts consisting of just
a few decision rules each, building word experts in the style of word expert parsing
“involves . . . intricate labor” (Small 1980). Their word experts are decision tree-like
structures whose leaves each represent a sense of the word. The details and names
of this structure change from paper to paper, reflecting their uncertainty about
exactly how to structure the word experts.

The reason for these differences between Rieger’s and Small’s word experts on
the one hand, and Stone’s and Weiss’s on the other, is the output requirements for
word expert analysis: disambiguation alone for Stone and Weiss versus full scale
natural language understanding for Rieger and Small. With a goal like NLU it is
not surprising that their approach was strained to its limits or perhaps past them.

4.2 Synopsis of the Literature

After Rieger’s first speculative publication (1978) he next proposes a blackboard
to assist in the goal of story understanding (1978a). Rieger (1979) summarizes
the main points. Communication among word experts implemented as coroutines
was also added in 1979 (Rieger and Small 1979). The implementation was not
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yet working on complete sentences (p. 728) although that caveat is later removed
(Rieger and Small 1981). Small (1979) describes how the system understands the
sentence

S9. The deep philosopher throws the peach pit into the deep pit.

Sentence S9 contains the words deep and pit twice each, with different meanings each
time. Small’s dissertation (1980) provides an account of understanding a sentence
containing another sense of the root throw,

S10. The case was thrown out by federal court.

In 1981 Small argued for the validity of word expert parsing from a psycholin-
guistic viewpoint (1981); updated arguments appear in Adriaens and Small (1988).
It certainly seems that people do not need a word and its disambiguating evidence
to be part of the same syntactic parse structure. This is obvious in the case of rel-
atively distant pragmatic evidence, and is also true for evidence that is quite local
to the ambiguity in time and space (Berleant 1982).

Small and Rieger (1982) describe the architecture of their word experts (the
“Sense Discrimination Language”) and of the interactions among word experts (the
“Lexical Interaction Language”). These architectures are exemplified by a word
expert for the word deep, and no less than a thirty-two page account of how the
system understands the sentence

S11. The man eating peaches throws out a pit.

Small (1983) contains a similarly detailed trace of how the system understands
the sentence

S12. The man throws in the towel.

Meanings of throw and its inflections were examined closely by Small and his asso-
ciates. See also Cottrell and Small (1983) and Small et al. (1982).

Adriaens’s group extended the approach to Dutch in 1986 (Adriaens (1986)
(1987)). Their extension also includes parallel execution of the experts, which re-
quired “drastic revisions” (Devos et al. 1988) to Rieger and Small’s ostensibly par-
allelizable system design. Their implementation was in Flat Concurrent Prolog,
rather than LISP which Rieger and Small used.

Hirst (1987) and Cottrell (1989) provide some commentary on the approach.
A retrospective by Adriaens and Small appeared later (1988). Ongoing follow-on
work by Adriaens and his associates (Devos et al. 1988) (Adriaens 1989) (Devos and
Adriaens 1994) emphasizes parallelism and NLU but says little about disambigua-
tion. Ongoing follow-on work by Hahn (1989) (1994) deals with NLU (including
disambiguation of anaphoric references) using generalized experts for large word
categories.

5 Acquisition of Word Experts from People

Yaacov Choueka” and Serge Lusignan (1985) investigated disambiguation of rep-
resentative common ambiguous French words (Table 2). They considered context

" Choueka is with Bar-Ilan University, Israel.
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Table 2.
Choueka and Lusignan (1985) chose 31 representative target words from the most

frequent 500 in a turn of the century French text. A target was deemed ambiguous if
its part of speech, sense or both was ambiguous. Of all occurrences of the 31 words,
88% wused the most common disambiguation.

# of disambiguations % of set

2 75%
3 22%
4 3%

Preponderance of most common disambiguation % of set

> 90% 55%

70% — 89% 26%
< 70% 19%

words no further than two words from the ambiguous target. An interesting aspect
of their work is their structured approach to knowledge acquisition from human
informants.

All the rules in a word expert are similar in that they all specify the same type
of context to match against. The possible types are: context preceding the target
(“pre-context”), context succeeding it (“post-context”), or context both preceding
and following it (“symmetric context”). A rule LHS specifies word(s) and their
location(s) that a context must satisfy for the rule to conclude the target’s disam-
biguation.

Determining whether the disambiguation rules in a given word expert should
best use the pre-, post-, or symmetric context type was treated as a knowledge
acquisition task. College educated native French speakers without special training
were queried. These informants chose pre-contexts for 68% of the targets, post-
contexts for 22%, and symmetric contexts for the remaining 10%. In making those
choices, “intuition is an excellent guide” and the choices were “almost always . . .
correct” (Choueka (1985) p. 152).

Once the context type was determined, all the contexts appearing in the corpus
of that type and for that target were printed out up to a distance of only one word
from the target. Informants decided for each whether or not that “l-context” is
sufficient to disambiguate the target. If so, the 1-context became the LHS of a rule
and the disambiguation became the RHS. If not, the same procedure is repeated
except that the context length is increased to incorporate context words up to a
distance of two (a “2-context”). Of 2,841 different 1-contexts, 77% were deemed
sufficient for disambiguation. Allowing informants to use a 2-context for a rule LHS
when they deemed a 1-context insufficient led to disambiguation rules covering
91% of the cases. The error rate depends on how it is measured; figures ranging
from 1.3% to 2.1% overall for different measurement methods are given. However,
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Let C be an accented corpus

Let C’ be a copy of C

De-accent C’

Re-accent C’ (e.g. using word experts)
Evaluate performance by comparing C’ with C

Fig. 1. Outline of algorithm for automated evaluation of word experts.

perhaps reflecting the relatively greater complexity of the task, the error rate for
rules based on 2-contexts was about five times higher than that for rules based
on 1-contexts, and the error rate for targets words with three disambiguations was
about four times higher than that for binary ambiguities.

6 Circa 1990: Automatically Acquirable Word Experts

David Yarowsky® and his associates have demonstrated automatically acquired
word experts for two forms of disambiguation. One is determining the pronun-
ciations of homograph occurrences (Sproat et al. (1992) Section 4). Homographs
are single spellings corresponding to two or more unrelated words which may have
different pronunciations, such as bow (bend) vs. bow (front of a boat), and bass
(fish) vs. bass (sound). Disambiguating homograph pronunciations is useful in text-
to-speech systems.

The other disambiguation form investigated by Yarowsky is recovering proper
accenting for de-accented Spanish and French text. For example terminara and
terminard, different tenses of a Spanish verb meaning “terminate, end, finish,” ap-
pear identical when de-accented presenting a disambiguation problem for an accent
restoration system. One positive feature of the accent restoration task is that per-
formance evaluation can be automated (see Figure 1).

Yarowsky’s word experts are each composed of an ordered list of rules, as in
the earlier work of Weiss but in contrast to the simple decision trees of Stone and
Kelly and the complex decision tree-like structures of Rieger and Small. The word
experts are generated mostly automatically from the corpus (see Section 7.3 of this
paper). The rules composing an expert are constrained in their expressive power.
Rules for specific distances try to match either the word to the right of the target,
the word to the left, the words directly to the right and left, the two words to the
right, or the two words to the left. Rules for nonspecific distances try to match any
word within a +k window centered on the target (he does not specify what value
of k was used). As with Stone, rules specify either a particular word to match or
a word category if the system provides them (his system provides word categories
for Spanish but not French).

Some of Yarowsky’s results for accent restoration are summarized in Table 3.

® Yarowsky is with the University of Pennsylvania, Philadelphia.
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Table 3.
Some performance results; figures reflect %-age of correct disambiguations. The

naive method is to always pick the most common disambiguation. Spanish results
were obtained from a 49 million word corpus using a system containing automatic
morphological analysis, a part-of-speech lexicon, and some predefined semantic cat-
egories. French results were obtained from 20 million words using a system without
such additions. Results are Yarowsky’s unless otherwise noted. Notes: (a) figure for
French was not given; (b) these figures are derived from the table “Performance on
Individual Ambiguities” for a “random set of the most problematic cases — words
exhibiting the largest absolute number of non-majority accent patterns” (Yarowsky
1994); (c) figures are means over the problematic words weighted by their frequen-
cies; (d) figures are unweighted means over the problematic words; (e) figures are
derived from Kelly and Stone (1975) p. 47; (f) figures derived from Yarowsky (1993)
Table 8 (see also this paper, Section 7.2 item 2.).

(See Portion of corpus tested Word Expert Naive
notes) (and language of corpus) method method
(a) All words (Spanish) 99.6% 98.7%
(a) Ambiguous words (Spanish) 98% 93%
(b)(c) Problematic word occurrences (Spanish) 96.5% 60.1%
(b)(c) Problematic word occurrences (French) 96.5% 62.0%
(b)(d) Problematic words (French) 96.4% 60.2%
(b)(d) Problematic words (Spanish) 92.7% 62.8%
(e) Sense selection (English) 92.1% 68.5%
(f) Binary sense selection (English) 92-97% 69%

7 Designing and Building Word Experts

What guidance can be provided to those wishing to write word experts? A back-
ground in traditional syntactic parsing is unnecessary. Rather, builders should con-
sider carefully the ways in which a particular word is used, and exercise judgement
and cleverness in constructing its expert, because the word expert approach em-
phasizes the idiosyncratic nature of a word. Nevertheless, general heuristics exist:

1. It is often useful for a word expert to have a default decision rule, fired as
a last resort when no other rule matches the passage. A default rule would
output the most common disambiguation. Relative frequencies of meanings,
e.g. Lorge (1937) (1938) (1949) may be useful in this. Meanings ordered by
frequency appear in some dictionaries carrying the Barnhart name. For exam-
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ple, Barnhart (1967) is explicit about its reliance on Lorge’s work; Barnhart
(1993) simply states that meanings are ordered by frequency. An advantage of
a domain like accent restoration is that baseline disambiguation frequencies
can be found by mechanically counting occurrences in a large enough corpus.

2. The rule representation language should allow a rule LHS to specify either a
specific or a nonspecific distance. While a specific distance for a context word
can provide precise control over whether a decision rule will match a given
text passage, a nonspecific distance results in a more general decision rule (cf.
Section 3.1). Both rule types can be written in terms of ranges: an example
of a nonspecific distance is “from 20 words before to 20 words after,” whereas
an example of a specific distance written as a range is “from 2 to 2 words
after.”

7.1 Word Experts Can be Easy to Construct

With only word translation as a goal, this author’s experience is that students
in a second undergraduate computer programming course can construct a small
word expert as a regular homework assignment, and a master’s degree student can
write dozens of word experts without difficulty as part of a three credit Master’s
Project (Prasad Sunkara tested nine for recall and precision, then revised them.
Upon retesting the nine all scored 100% on both recall and precision for the (few)
sentences used in testing them.)

Stone ((1969) footnote 1) relied on undergraduates in his work although it is not
clear what they did.

Choueka and Lusignan used educated individuals without specialized training in
the area to generate rules for their word experts.

Thus, despite the difficulty of writing word experts in the Rieger-Small style,
it appears that the word expert approach is a quite accessible technology when
intended for word disambiguation.

7.2 Design Tradeoffs in Word Ezxperts

In contrast to design heuristics are design tradeoffs. A tradeoff in word expert design
typically balances, along some dimension, the sophistication of the word experts
against the effort involved in creating them. The optimal level of sophistication
along a given dimension will vary with the application, and depend on the answers
to questions such as these:

e Performance: how well can the word expert perform with a less sophisticated
design, and how much can be gained by increasing its sophistication along
some dimension?

e Cost effectiveness: would the benefits of the more sophisticated design out-
weigh the additional cost?

e Comparative cost: is increasing the sophistication of the design along one
dimension more cost-effective than increasing the sophistication along some
other dimension?



Engineering “Word Ezxperts” for Word Disambiguation 351

Here are some major dimensions along which sophistication can vary and tradeoffs
be made in word expert system design.

1. Size of the word experts. Stone (1969) p. 213 found that the word think,
whose ambiguities had been troublesome in their content analysis work, was
disambiguated correctly in 1574 of 1575 occurrences using a word expert of
only four decision rules. Yet Small advocates a word expert of 60 pages of
code for the word throw (Section 4, this paper).

2. Degree to which the category of the target word determines the design of its
expert. Word expert, architectures might or might not take advantage of this
information. Of course, this category could be ambiguous.

One categorization to consider is a simple distinction between open and closed
class words. This would be useful in that one might want to avoid writing
word experts for closed class words because the task is more difficult. Kelly
and Stone ((1975) p. 12) were unable to write effective experts for almost
all of them. Cerri (1989) describes some problems and solutions in machine
analysis of closed class words.

Another categorization to consider is distinguishing among parts of speech,
since different parts of speech tend to respond differently to the same word ex-
pert architecture (Yarowsky 1993). In investigating binary sense ambiguities
both of which were of the same part of speech, Yarowsky found that nouns
and adjectives tend to respond to local disambiguating evidence better than
verbs ((1993) Table 3), and that nouns tend to respond to distant evidence
significantly better than ambiguous verbs and adjectives ((1993) Figure 1).
Binary ambiguous nouns, verbs and adjectives immediately preceded or fol-
lowed by a noun, verb, adjective or adverb context word known to the system
were disambiguated correctly on the basis of that context word 96-97% of the
time. When the nearest such context word was not adjacent, correct disam-
biguation decreased to 92-94%.

A reasonable approach would be to model all or part of a new word expert
after previously written word expert code for a word deemed similar. This
amounts to ad hoc, fine-grained, implicit categorization.

3. Whether or not a rule LHS must designate specific context words to match, or
instead can designate categories of words to match. Allowing a decision rule
to test for a context word based on its membership in a predefined category
(cf. rule types 3. and 4. in Section 3.1) can shorten a word expert since the
members of the category need not each be specified individually. A reference
to a category containing N words is logically equivalent to a reference to a
disjunction of N individual words, where N is high for a category like NOUN.
However creating a category system has a cost. Category ambiguity (where
different disambiguations of a word belong in different categories) becomes
more troublesome as the complexity of the category system increases. Cate-
gory ambiguities can also lead to interaction problems among word experts
(Section 3.1). Defining and implementing an appropriate system of word cat-
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egories can be a significant task. However there is an economy of scale in that
once created, a category system can be used by many different word experts.
Easier than creating a taxonomy from scratch is to use one already avail-
able in the literature. Parts of speech constitute a well known taxonomy for
which automatic taggers are available, e.g. see (Natural Language Software
Registry) in the references of this paper. Stone (1969) pp. 208-209 describes a
taxonomy created specifically for word expert construction. Kelly and Stone
((1975) p. 16) update it slightly and point out that while subdividing ex-
isting categories and adding new ones are feasible, rearranging categories is
“hideously complex” because word experts that use the previous categories
would then need modification. Consequently their taxonomy, while “service-
able” (p. 16), would “merit the most effort” (p. 22) if their word expert system
was redesigned. Various other taxonomies such as semantic heirarchies and
networks exist (Allen 1995).

Categorizing a context word as a “content” or “function” word is simple, and
useful in estimating its disambiguating effectiveness; function words are much
less effective (Yarowsky (1993) Section 6.2).

. Whether or not different word experts working on different words in the same

passage can communicate. Conclusions about one word may be useful in mak-
ing conclusions about other nearby words (see Sections 3.1 and 4, Mathew
(1993), and sentence S6.), but implementing communication among word ex-
perts can be quite complex as illustrated by the works of Rieger, Small, Adri-
aens, Hahn, and their associates. The system designer must decide whether
the increment in performance outweighs the high added costs for the appli-
cation under consideration.

Kelly and Stone (1975) observed that if a disambiguation rule LHS requires an
ambiguous context word in a particular one of its senses, if the context word
is found near the target as specified by the rule it will “almost invariably”
have that sense (p. 36). Yarowsky (1993) formally investigated such issues,
concluding that there is a strong tendency toward “one sense per collocation.”

. Whether or not world knowledge is available to the word experts. World

knowledge can be useful in disambiguation, e.g. Hahn (1989). For example
consider the famous sentence

S13. Time flies like an arrow.

World knowledge allows us to rule out the meaning “kind of insect” for flies
because there does not happen to be a kind of fly called a “time fly,” and flies
and arrows have no particular affinity. However the potential benefits of world
knowledge must be weighed against the cost of including it. Disambiguation
can work to a significant extent without it, so including it can merely provide
improvement. Since representing and using world knowledge is a major prob-
lem in artificial intelligence, it is better to avoid it when building word expert
based systems unless the level of performance required by the application can-
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not otherwise be met, as is the case for full natural language understanding
(Section 4) — another major problem in artificial intelligence.’

6. Expressiveness and flexibility of decision rule LHS’s. At the simple end of
the spectrum are rules that check the context of an ambiguous target for a
specific context word at a specific distance, and rules that check for a specific
context word at a non-specific distance of +k where k is defined globally for
all rules (cf. Section 3.1). Choueka and Lusignan (1985) used k = 1 for many
rules and k¥ = 2 when k£ = 1 was deemed insufficient. Weiss ((1973) p. 38)
used k = 5. Stone (1969) specified +k and —k independently for each rule;
examples range from k = —4 to k = +1. Gale et al. ((1993) pp. 419, 427-429)
conclude k > 20 is warranted, used k = 50, and found correlations between
context words and target meaning up to a distance as high as 10,000 (ten
thousand) for the Canadian Hansards corpus.!?

More complex are boolean functions of words — their presence, absence,
conjunctions, disjunctions, and combinations of those. (A word category, for
example, is expressible as a conjunction.) Still more complex are weighted
functions of potential context words. Weights can be determined by context
word identities and/or by their distances from the target. A complex but
intriguing approach to matching is to use sophisticated case based reasoning
(Kolodner 1993) to retrieve and use a stored case most similar to the current
context (Schaller on Kitano (1993)).

Word expert designers should pick the simplest matching strategy that will
work for the application, to ease building and using a word expert based
system.

7. Whether a given expert should only apply to one word or instead to a set of
morphologically related variants. If only one word, then a lexicon would need
a distinct word expert for each word it contains (the “full listing” approach
of Adriaens and Small (1988)). Kelly and Stone (1975) have each word ex-
pert handle both the base and common suffix forms of a word, but indirectly
support full listing by writing “it is often convenient to fragment a disam-
biguation into subproblems corresponding to different endings or groups of
endings” (p. 16). On the other hand, some of Yarowsky’s experts work well
with many words from a particular category. For example, the same expert
can correctly determine the proper accenting of the suffix for many Spanish
verbs ending in -ara or -ard. Rieger and Small’s system does morphological
analysis prior to calling word experts, thus eschewing the full listing approach.
Full listing can in principle lead to better disambiguation performance be-
cause an expert about a given word may not apply completely to even very
closely related variants. However full listing might seem inefficient if similar

9 On the other hand, a word expert based system could be used as a vehicle for research
on representing and using world knowledge.

10 Ambiguities of a syntactic character (part of speech, for instance) tend to respond to
nearby words (witness the success of n-gram part-of-speech taggers), whereas semantic
z(ambigt;i)ties are more likely to respond to words that are farther away (Yarowsky (1994)

1994a)).
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Table 4.
Full listing means that every word handled by the word expert lexicon has its own

expert. The alternative is for morphologically related words to be processed by the
same expert.

Advantages of Full Listing

Different forms of some roots are best handled separately.

Some words cannot be morphologically analyzed before disambiguation.'!
Morphological analysis takes significant effort.

Disadvantages of Full Listing

An unlisted word cannot be analyzed.

experts for related words are written, stored, and used independently. Fortu-
nately this seeming inefficiency could be alleviated by having different experts
call the same code routines as appropriate, thus avoiding inefficient code du-
plication. Full listing offers fewer obstacles to getting a word expert based
system up and running since morphological analysis is not then a prerequi-
site. Adding morphological analysis later is a natural extension that would
address disambiguation of some words not present in the word expert lexicon.
Table 4 summarizes advantages and disadvantages of the full listing strategy.

7.3 Automated Acquisition of Word Experts

Partial or full automation in word expert acquisition is an attractive goal because
of the large amount of human labor required to build a lexicon containing numerous
word experts. Automatically acquiring word experts means automatically acquir-
ing knowledge about how the context words of an ambiguous target word affect
its disambiguation. On-line data has been used for automated acquisition; partial
automation by computer directed questioning of human informants is an untried
alternative although Choueka and Lusignan’s acquisition method (1985) (Section 5
of this paper) could be easily so adapted.

7.3.1 On-line Data to Support Automated Acquisition

Computer readable resources are increasingly available from such sources as the
CLR (Consortium for Lexical Research), the OTA (Oxford Text Archive), the LDC
(Linguistic Data Consortium), and others locatable by browsing the World Wide
Web.!2 The two main varieties of resource are reference works such as dictionaries
and thesauri, and text corpora (bodies of relatively ordinary text). Text corpora

1 For example the Dutch word kwartslagen can be from either kwarts+lagen (“quartz

layers”) or kwart+slagen (“quarter beats”) (Adriaens and Small1988).
12 http://xxx.1lanl.gov/cmp-1g/ is one possible starting point.
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are useful because they contain many examples of target words in disambiguating
contexts.

Reference works and corpora can be in one, two, or more languages. Bilingual
corpora are called “parallel texts.” Parallel texts are typically available coarsely
aligned on document or file boundaries. Section headings, sentence lengths (Gale
and Church 1993), and other clues may be used to compute other alignment points;
improved alignment techniques are an active area of computational linguistics re-
search. A “bi-text” or “bitext” is a parallel text aligned closely so that it associates
the corresponding translation units, typically phrases (Harris 1988). A bi-text, due
to its pairs of corresponding translation units each containing words, their trans-
lations, and the immediate context words (which usually determine those transla-
tions), can be used as data to generate word experts for translation (Section 7.3.5).
Section 6.1.2 of Sadler’s (1989) description of the well known DLT machine trans-
lation system comments further on the value of the bi-text concept.

7.3.2 Previous Work

Weiss and Yarowsky are the only word expert researchers to address automated
acquisition of full word experts. Brown et al. (1991) however describe a method for
automatically deriving a single optimal context checking rule for disambiguating
a word instance between two senses (or two sense categories if the word has more
than two senses) for translation purposes, using heavily tagged and aligned input
examples.

Weiss and Yarowsky both describe acquisition algorithms for full word experts.
Their algorithms each start with a somewhat ad hoc rule generation step, followed
by an also somewhat ad hoc rule deletion step. We summarize Weiss’s method first,
followed by Yarowsky’s.

7.3.3 Automated Acquisition: Weiss

Weiss’s approach to automated acquisition (1973) extracts a word expert for a given
ambiguous target word from a set of sentences, which each contain the target and
are hand tagged with its meaning. A sentence is converted into a set of rules for
disambiguating the target by using the identities and positions of its context words
relative to the target to generate rules whose left hand sides match those identities
and positions and whose right hand sides conclude that the disambiguation of the
target is its meaning in that sentence.

For example, consider the ambiguous target wild in training sentence S14 which
has been tagged with the meaning “untamed”:

S14. The rhinocerous is a wild animal.
The following rules are generated:

1. Wild means “untamed” if the next word is “animal.”
2. Wild means “untamed” if the previous word is “a.”
3. Wild means “untamed” if “is” appears two words before it.
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4. Wild means “untamed” if “rhinocerous” is within five words before.

Note from the example that common words like the, is, and a are used to generate
specific distance rules but not nonspecific distance rules, and that rules for specific
distances of only one or two are generated, but rules for nonspecific distances of up
to five are generated. Unfortunately, rule 2. will disambiguate incorrectly given a
sentence like

S15. He picked a wild card.

This is partially explained by more recent results that establish the low value of
function words in disambiguating senses with the same part of speech (Yarowsky
1993).

The specific distance rules are placed in a specific distance rule list, and the
nonspecific distance rules in a lower priority nonspecific distance rule list. The
word expert’s rule set, as generated from the first training sentence, is used to
try to disambiguate the same target word in a new tagged training sentence. If
some rule provides a correct disambiguation, the word expert remains unchanged.
If no rule matches then the target word in the new training sentence cannot be
disambiguated using the existing rules, and the sentence is used to generate more
specific and nonspecific distance rules. Finally, if the existing rules disambiguate the
new target occurrence incorrectly, the particular rule responsible for the incorrect
disambiguation is transferred from the rule set to a spurious rule set (in one version
of the algorithm). This spurious rule set (if present) is scanned whenever a new
sentence is used to generate new rules, and any rule on the spurious rule list is not
added since it previously led to an incorrect disambiguation. The training continues
for additional sentences tagged with the proper disambiguation of the target. Weiss
provides no termination criteria.

The spurious rule list technique means a rule which is nearly always useful could
be permanently eliminated by one unusual or anomalous sentence. While Weiss
found this problem minor, this is at least partly due to the small corpora he used
and the consequent low number of exceptions. With larger corpora such as are
available now, contamination with exceptions would be a more serious problem,
and contrary to Table 5 the spurious rule list version of the algorithm might well
be outperformed by the version without a spurious rule list.

7.3.4 Automated Acquisition: Yarowsky

While Weiss addressed resolving ambiguous meanings, Yarowsky (1994) addressed
resolving ambiguous accentings of Spanish and French words from which accents
are missing (this paper, Section 6). These disambiguation tasks are similar in that
in almost all cases differences in accenting correspond to differences in meaning.
However the accenting domain has an advantage in the availability of on-line train-
ing and test data. While Weiss’s automatic acquisition method requires a training
corpus of input sentences that are tediously hand tagged with the meaning of the
target word, Yarowsky’s method uses a training corpus of already accented text
(Figure 1).
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Table 5.
Weiss’s results for three word expert system architectures, averaged over the words

degree, type and volume. Notes: (a) rules were ordered using a predefined heirarchy
of rule categories (%-ages calculated from Figure 2 of Weiss (1973)); (b) results
taken from Figure 5 of (Weiss 1973); (¢) any rule that led to an incorrect result
during training was moved to a spurious rule list.

(See note) Type of word expert system Recall Precision
(a) Rules hand generated 93% 95%
(b) Rules automatically generated 96% 96%

(b)(c) Rules automatically generated and filtered 97% 99%

Yarowsky’s word expert architecture is similar to Weiss’s in that a word expert
is a serially searched list of rules. Both Yarowsky and Weiss generate their rules
by extracting in straightforward manner, from a given passage tagged with the dis-
ambiguation, all rules that are both expressible by their respective rule description
method and match the passage.

Yarowsky’s word expert architecture differs from Weiss’s in the method of or-
dering the rules. Yarowsky’s method measures the reliability of the disambiguating
rules, then orders the rules from most to least reliable. When the expert is invoked,
the rules are serially checked and the first (and thus most reliable) rule to match is
used.

Measuring the reliability of a rule requires a corpus that is tagged with disam-
biguations: for all passages in the corpus that the rule matches, count how many
it disambiguates correctly and how many it doesn’t. From those numbers estimate
the likelihood that the rule disambiguates correctly. Thus if the RHS of one rule
disambiguates the word expert’s target correctly 99% of the times its LHS matches
a passage, this rule should have a higher precedence than a rule that disambiguates
correctly only 98% of the time.'® The rules are then tested on new material not used
for training, and any rule whose disambiguation is usually wrong is deleted since
this suggests it may be unreliable no matter what its previous reliability estimate.

In assessing a rule’s reliability, should all the passages in the corpus that the rule
matches be used, or instead should those passages that match but would actually
be processed by a higher priority rule be removed from consideration? For example,
one rule might try to match both the preceding and following words, and a second
rule might try to match the same preceding word but ignore the following word,
so that any passages that would be matched by both rules will be caught by the

13 The situation is trickier when a rule’s probability of disambiguating correctly must be
determined on the basis of only a few samples. For example a rule that only matches
two passages and works correctly on both should not be estimated to work 100% of the
time. Yarowsky used a somewhat ad hoc approach to such cases.
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highest ranking of the two and the other would never process it. The question then
is whether that passage should be used in assessing the disambiguating power of
the rule that would never be used on the passage.

Posed this way the question invites the answer that no. Nevertheless, Yarowsky
(1994) found that assessing every rule on every passage in the corpus it matches is
computationally much cheaper, and the results compare “surprisingle well” to the
seemingly better method. Indeed, when passages caught by higher-ranking rules
are deleted from the corpus before assessing lower-ranking rules, there might not
be enough matching passages left to generate a statistically reliable assessment of
some lower-ranking rules, so the seemingly poorer method also has a statistical
advantage in addition to the computational advantage.

7.3.5 Automated Acquisition for Word Translation

The following method uses an on-line corpus of parallel texts and, for the languages
of the parallel texts, a simple on-line bilingual dictionary listing the possible transla-
tions of words in one language into the other. It is similar to an algorithm described
by Gale et al. (1993) except in producing word experts rather than Bayesian formu-
las that incorrectly assume each context word is a source of evidence independent
of other context words.

1. Align the parallel corpus so that wherever a word for which a word expert is
desired occurs in the source language version, and has a one-word translation
in the destination language version, a correspondence is recorded connecting
the word and its translation. This requires that the corpus be aligned on
sentence boundaries (Gale and Church (1993) give an algorithm for this).
Then associate words which have different translations depending on the
context with their actual translations in the corpus. Algorithms for find-
ing word correspondence are also described by Brown et al. (1993). Kay and
Roscheisen (1993) give an alternative, integrated treatment of both sentence
alignment and word correspondence. The actual translations of words pro-
vide disambiguation tags and their contexts constitute examples from which
disambiguation rules may be derived.

2. Learn word experts from the tagged examples, so that later when a target
word appears in a new context, its translation can be inferred. Examples
of learning algorithms are described by Weiss (1973) and Yarowsky (1994),
and many others might be adapted from the artificial intelligence literature
such as case based reasoning (Kolodner 1993), Schaller on Kitano (1993) and
advanced decision tree induction algorithms such as derivatives of ID3.

8 Discussion

Lexical disambiguation is an important field with diverse and overlapping ap-
proaches. Syntactic pre-processing has traditionally been a critical step in natural
language analysis and has been well studied. Word expert style processing has been
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combined with rudimentary syntactic pre-processing (Hearst 1991) (see also earlier
work of the Rieger-Small approach).

N-gram methods for part of speech tagging are related to the word expert ap-
proach, since they disambiguate the part of speech of words by examining local
context without syntactic pre-processing. We have not reviewed part of speech tag-
ging here as it is already a well defined area, with actual systems available such as
XPOST (Xerox) and a system (University of Birminham) that receives email, tags
it, and returns it (those systems are listed in the references herein). However its
success is consistent with word expert approaches to lexical disambiguation. Indeed,
lexical disambiguation in general often includes a significant component of part of
speech disambiguation, and this as true of word expert approaches as it is of others.

Word expert based analysis contrasts with the statistical approaches, which also
use word co-occurrence evidence (Allen 1995). Such statistical techniques try to
measure the disambiguation evidence provided by a context word from the ten-
dency of that context word to co-occur with a particular disambiguation of the
target. After a training stage, when the target word appears in a new passage it is
disambiguated using words in its context by combining the evidences provided by
those context words. From a practical standpoint this requires assuming those evi-
dences are independent. Yet the independence assumption is a significant weakness
since it is usually false.!* Word expert approaches avoid that problem by relying
on one best rule or one best path through a decision tree to disambiguate a given
occurrence.

Yarowsky conducted an empirical comparison of word experts vs. the (Bayesian)
combination of evidence method using 20 homographs, each with two possible dis-
ambiguations. Word experts provided better performance, in that of the 2% of the
disambiguations for which the methods disagreed, the word expert method was
right and the Bayesian statistical method wrong 65% of the time (Section 4.7 of
Yarowsky (1994)). This result was statistically significant for the homographs and
sample passages used in the test.

9 Conclusion

Word expert system development has some useful characteristics — modularity,
incremental scalability, decomposability in development, and accessibility to rela-
tively untrained persons:

e Word expert knowledge possesses a natural modularity, because different ex-
perts process different words. However, if one expert is to handle several mor-
phological variants of a word there may be unintended interactions within
a given word expert, and if each variant has its own expert there may be
duplication of effort.

' In this domain, sources of evidence that support each others’ conclusions will usually
not be independent, but sources of evidence that support incompatible conclusions may
be expected to be independent. Hence combining the single best source of evidence for
each incompatible conclusion using an independence assumption may be even better,
although this has apparently not been tried.
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e Thus, word expert based systems are incrementally scalable, by gradually
adding new experts. However, the scalability of an individual word expert is
no greater than that of any other small expert system.

e Word expert lexicon development is decomposable in that it can be done in
parallel by different individuals, who construct experts for different words.
For example, Kelly and Stone (1975) on p. 22 report a total of 25 people
contributed to their lexicon with 8 contributing heavily.

e Word expert development contrasts with much natural language processing
work in that it can and has been done by relatively untrained individuals
(Section 7.1).

Automating knowledge acquisition is an important issue when human labor is a
bottleneck in knowledge acquisition, as in constructing a sizable word expert lex-
icon. Appropriate on-line resources can enable automating word expert creation
(Section 7.3). While shown for accent restoration (Yarowsky 1994) and sense dis-
crimination (Weiss 1973), this has not yet been demonstrated directly on word
translation.

The word expert approach appears easily ported to new domains. Yarowsky
((1994) p. 18) adapted his system from its original domain of disambiguating ho-
mograph pronunciations to accent restoration in Spanish with “virtually no mod-
ifications in the code,” and adapted the Spanish accent restorer to French “in a
matter of days.”

The various favorable features of word expert based approaches suggest an ex-
citing potential to contribute to society’s use of the natural language processing
technologies.
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