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Abstract

Concepts are often related to short sequences ofiswthat occur frequently
together across the text collections. Such conaaptsey much of the meaning in
any language. Association rule mining is a powet&ghnique for extracting
relations among concepts. From a text mining petsge association rules have
mainly been used in a traditional support-configeframework. This approach
suffers from a tendency to generate a prohibitidahge number of candidate
rules. Recent works try to eliminate irrelevantesufrom the result set. Recently
also, the measures bbndandall-confidencewere proposed instead of the more
traditional support and confidence framework.

This chapter describes a new approach for miningpa@ations among
concepts from text collections. Our goal is to aatrinteresting associations
among concepts from their co-occurrences withint teMlections. The proposed
approach consists of three steps. We first extrectoncepts themselves from the
texts. Then we extract interesting associations rgmtéhe concepts using
association rule mining. Finally we construct aedied graph from the mined
associations.



Introduction

The number of scientific publications is explodiag online digital libraries and
the World Wide Web grow. MEDLINE, the premier bigiraphic database of the
National Library of Medicine (NLM), contains abo@8 million records from
more than 7,300 different publications dating fr&@865; it is growing by about
400,000 citations each year. The explosive growthinformation in textual
documents creates great need for techniques fowmlkdge discovery from text
collections.

Data mining, also known as knowledge discovery atabdases, has been
defined as the nontrivial extraction of implicit,repiously unknown and
potentially useful information from given data [Different techniques including
clustering, classification and association rule ingnhave been used to extract
knowledge from text collections.

Association rule mining, first introduced by Agrdwat al. [2], can be
summarized for our purposes here as follows. Sugp@shaven tuples over a set
A of attributesA;, Ay, As ... A, Each tuple represents a text passage. Each
attribute represents a word, and the attribute8ardean in the sense that a value
of true indicates that the word is present in tlessage and a value of false
indicates that the word is not. Thus each tupleresgnts the bag of words
associated with the passage. LeindJ be two disjoint subsets of attributesAn
We say thatl . J is an association rule if the following two coiolits are
satisfied.
e Support: At least a fractiosiof the tuples contain attributé®r J.

* Confidence: Among the tuples in whitkppears, at least a fractioalso have
J appearing in them.

The goal is to identify all valid association rules a given relation. An
attribute set is called a frequent item set ifattributes are in enough tuples.
Frequent item sets form the basis of associatida mining. Exploiting the
monotonicity property of frequent item sets (eachset of a frequent item set is
as frequent or more), and using data structurdsstigport counting, the set of all
frequent item sets can be efficiently determineeinefor large databases. Different
algorithms have been developed for that task,Ageawal and Srikant (1994 [3]).
Please see [4] for a review of association ruleimgin

Traditionally, association rule mining algorithmseuthe support-confidence
framework to find interesting association rulestia following two steps.

- All itemsets that have support above the user 8pdciminimum are
generated. These itemsets are calledattge itemsets
For each large itemset, all the rules that haveidmmm confidence are
generated as follows: for a large itemset X and anyOd X, if
support(X)/support(X-Y» minimum_confiden¢eghen X-Y — Y is a valid
rule.
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The support-confidence framework cannot find asg@n rules between rare
items, i.e. items that do not satisfy the minimwmport condition.

Recent works [5] [6] [7] [8] deal with finding rudebased on other metrics
besides support and confidence. In [6], the autmoiree association rules that
identify correlations and consider both the absesmoé presence of items as a
basis for generating the rules. In [7], the authess support as part of their
measure of interest of an association. Howevernwhkes are generated, instead
of using confidence, the authors use a metric el conviction, which is a
measure of implication and not just co-occurrennd8], the authors present an
approach addressing the rare item problem. In {8, authors also look at
alternative measures of interest, named the gidéxn entropy gain, and chi-
squared.

Most recently, Omiecinski [9] describe all-confiden and bond as
interestingness measures for association rulesseThew measures are not based
on support and can find dependence between iterfssisher advantage of these
new measures is that they satisfy downward cloasrsupport does. Therefore,
there exist efficient algorithms to find associatioles that satisfy the measures.

Although originally association rule mining was posed for mining
consumer purchasing patterns in retail stores,i@ijgns extend far beyond this
specific setting. For example, Morishita and Sekg] japplied association rule
mining for genome mining. Association rule minirghniques are also used for
classification [11] and clustering tasks [12].

The work most relevant work to this chapter is aggmn rule mining based
knowledge discovery in textual databases. Feldntaal ¢13][14][15] used an
approach to association rule mining techniqueskfmwledge discovery in text
collections based on statistical analysis for discimg associations among
individual keywords assigned to texts. There is dscription about how
keywords were assigned to texts, suggesting that aksignment may be
performed manually. Lin [16] et al. used a similechnique. The main difference
was that Lin et al. used key terms automaticalliraexted from text collections.
Recently Loh et al. [17] proposed a concept baggaoach to text data mining.
Their approach combines an automatic categorizatiem with a data mining step.
Categorization identifies concepts presented indiebds. Data mining then
discovers patterns by analyzing and relating condisributions in the collection.
Another classification step is then needed to ereahcept definitions.

In this chapter we use amgram based approach to extract concepts from
textual databases. Our approach does not regspeafic domain, unlike Weeber
et al. [18], who mapped sentences to predefined BMancepts.

Once concepts are extracted, we mine for assoggatiotext collections. This
is motivated by shortcomings of previous work whiakes bags of words as input
to the association rule mining algorithms (e.g),[8hd finds associations among
single isolated words. There are two pitfalls iattapproach. One is that some
concepts consist of multiple words. These multiplerd concepts, such dsng



cancer, cannot be found as a unit in the association rdiége other is that the
number of associations is overwhelmingly large.sTiieans that it is difficult to
find interesting rules from such a large numbeassfociations.

Attempts to mine rules using only single words ape be rooted in the fact
that they can introduce significant ambiguity, sintis the context within which
word patterns appear that identifies the real mepnilVe show examples in Table
1. For example, if a searcher is looking for infatimn about lung cancer, the
concept would bdung cancer.Instead of only single isolated words we permit
multi-word concepts as input to the associate mieing algorithm. Therefore,
our approach is able to find associations amon@ soacepts. This also reduces
the number of associations. For example, if wems#i-word concepts as input
we might find the rules “smoking> lung cancer” and “lung cances smoking.”
Using the single isolated words “lung” and “cantéQwever, we might find the
rules “smoking— lung,” “smoking — cancer,” “lung— cancer,” “lung —
smoking,” “cancer— smoking,” “cancer— lung,” “smoking, lung— cancer,”
“smoking, cancer— lung,” “cancer, lung— smoking,” “cancer, smoking-
lung,” “lung, smoking— cancer,” and “lung, cancer smoking.” In the second
case there are twelve rules while with multi-woheept extraction only two
rules would be found. In general, an isolated woaded approach will generate
many more redundant rules than a concept basedagpr

Table 1. Isolated Wordsvs. Concepts

Isolated WordsConcepts

New New York
Lung Lung cancer
Data Data mining

Graph Representation

To build on the concept associations that are etdda a graph representation of
them is useful because it shows indirect assoadstid A and B are associated,
and B and C are associated, then A and C are ailyirassociated. This is not
always obvious from a long list of associationst h& easily seen when
associations are represented visually in a grapbsé transitive associations can
lead to new knowledge. For example, Hearst showd9h when investigating
causes of migraine headaches, that the followiegaations can be found:

* stress is associated with migraines

* stress can lead to loss of magnesium

* calcium channel blockers prevent some migraines

* magnesium is a natural calcium channel blocker

* spreading cortical depression (SCD) is implicatedame migraines
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* high levels of magnesium inhibit SCD
* migraine patients have high platelet aggregability
* magnesium can suppress platelet aggregability

These transitive associations suggest that magnedaficiency may play a
role in some kinds of migraine headache.

Method

An experimental evaluation on real textual datassts conducted. We compared
our concept based approach with the isolated wasedb approach. Different
interestingness measures were compared. Finallshee how the results can be
used to generate a directed concept associatipm.gra

Concept Based Association Rule Mining Approach

Our concept based text mining approach consiststhode parts: concept
extraction, concept association mining and conespbciation graph generation.
They are described in the next sections respegtivel

Concept Extraction

In general, it is well-known that the input heavdgtermines the quality of the
outputs;garbage in, garbage ous a famous computer axiom meaning that if
invalid data is entered into a system, the resylootput will also be invalid.
Particularly in association rule mining, more aeder input produces more
interesting rules that may lead to discovery ofnown associations. Instead of
only single isolated words, concepts that are ¢yosslated multi-word groups
that have semantic coherence seem more benebcisle as inputs to association
rules. The concept extraction approach we useibalifferent from usual concept
extraction studies that focus on digging up the tmegresentative words of
documents. In such studies (e.g. [20]), finding nwn themesin a given
document is the main objective and these commomébeor patterns are
considered as concepts. In this study we define wmed concept in a different
manner. Here, a concept is a single word or groupoosecutive words that
occurs frequently enough in the entire documentectbn. Each concept
candidate was expected to satisfy a predefinedastupireshold equivalent to 10
occurrences, equal to the threshold used to ptumdetist frequent words during
preprocessing.

We further elaborate our method for concept extacts follows. It is
necessary to preprocess the datasets before @éxgralse concepts. Only letters,
digits, /', and '-' were kept in words. Other posessing steps included stop word



elimination, stemming, and pruning the least andtnfi@quent words. Since the
most frequent words can be an important part of wtitword concept, and
therefore removing them may lead to missing somaningful rules, they are not
pruned based on an upper threshold. Additionalrpagssing performs stemming,
which can affect concept extraction significantly.general, stemming is finding
the base form of the word to improve concept amaly=or instance, the stemmer
converts bothaddressingand addressedwords to the same stem teradress
The Krovetz Stemmer [21] was used for this purpdsiger cleaning the raw
dataset, it remains with only stemmed words thati@guent enough. We used an
n-gram based approach for mining concepts. Thiscgmbr needs two parameters
max_ngram_sizeand min_sup The former indicates the maximum number of
words in a concept, and the latter is a frequehmshold for concepts.

One of the crucial steps that affect results i<ciigation of key parameters.
Assume that a dataset has a number of 4-gram cen@iep, concepts that are
four words long). Ifmax_ngram_sizés set to 2, these concepts will be divided
into two parts. Thus using a smallax_ngram_sizéends to both lose actual
concepts, and also unnecessarily increase the mwhbencepts. It is also easy to
see that the number of concepts can exceed thearumflwords in the original
pre-processed dataset. Table 2 shows example teddt@ The algorithm for
extracting concepts consists of two steps. In its¢ $tep, candidate concepts are
found, and then counted in order to check the supggeach of them. The higher
order n-grams are generated first in order not to splirdsoapart from their
neighbour. For eacim, wheren is the number of words in the concept, the
algorithm passes over the dataset once. The liesultandidate concept table that
will be used in the next step. In the second stepconcept candidates are pruned
based on the threshoidin_sup All the candidates with less support than that ar
eliminated from the candidate table. The concept¥able 3 show the IDs and
supports for concepts extracted from the datassivistin Table 2. Note that in
Table 3 concept {B} does not appear because alcotfirrences of B except in D5
are included in the 2-gram concepts {A B} and {C &3 shown in Table 2. Since
the remaining B in D5 is not frequent enough tds$atmin_sup it does not
appear in Table 3. Also, since each occurrencecofl i is contained in {C D E}
or {E F}, there is no concept {E} in Table 3.

Table 2. Sample dataset with six documents and six words

DocumentsWords

D, ABCDEFA
D, EFCB

D3 ABEF

D, ACBF

Dsg CDCDEBAB

Ds DACDEC
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Table 3. Concepts extracted using dataset from Table 2 with max_ngram_size = 3 and
min_sup =2

Concept_ID Concept Support
{CDE} 3

{AB} 3

{CB}
{EF}
{A}
{C}
{D}
{F}

0 N O 0o~ WN P
N DN WDNDN

After concept extraction each document is represtnas eag of concepts
Table 4 shows thbag of conceptsepresentation for the original dataset in Table
2. We will usebags of conceptimstead of bags of words as input for our nexp ste
of mining concept associations.

Table 4. Dataset from Table 2 with extracted concepts

Documentsltems

D, 2185
D, 43
Ds 24
D, 538
Ds 6712
De 7516

Mining Concept Associations

After concept extraction, each document is reptteskhy a set of concepts. It is
not the concepts themselves, but the associatietwgekn them that represent the
knowledge buried in the documents that it is oualgmm extract. One major
difference between our approach and earlier meti®dsat we use multi-word
concepts instead of single isolated words as ifemassociation rule mining.

Because we are interested in the dependence betveaemepts in text, we
decided to use all-confidence and bond as our measuinterestingness for
association rules. We also compared these two me=asvith use of support and
confidence measures for mining textual datasetgveal differences in the two
approaches. Our experimental evaluation will shoat the rules generated using
bond and all-confidence are more interesting argly éa examine than those
generated using support and confidence.



Generating a Directed Graph of Concept Associations

The approach used to construct a directed concepbcation graph is not
complicated. We need one pass over the rules gedepaeviously. The method
of generating a directed graph needs a confideacengetemmin_confto decide
the type of line and the direction. The algorith@ads a rule and its confidence
value. Each side of the association is created agva node if it is not yet
represented. If the confidence value is at leaist conf the edge between two
nodes is drawn as a solid line but otherwise a ethdime is used to show the
weakness of the relation. It is clear that somestiat are paired (e.g.-A B and

B — A) are read twice. In this case, the rule with greater confidence value
determines the direction of the edge. If both ayaak the edge will have two
arrowheads. Also, if both confidence values of pla@ of rules are smaller than
min_conf the edge between them will be a bidirectionahdddine. The directed
graph of the dataset from Table 2 is shown in Edumwithmin_conf= 0.6. It is
obvious that directed graphs are more informathentundirected graphs. For
example, the confidence values of84 and 4— 3 are both 0.5, smaller than
min_conf 0.6. Therefore, in Figure 2 the edge between {CaBd {E F} is a
bidirectional dashed line. On the other hand, thgeethat connects {C} and {D}
is a bidirectional solid line because their confice values are equal and above
min_conf

Note how directed graphs highlight transitive rulest are otherwise obscured
in the result set. X- Y is a transitive rule if X implies Z, Z implies,¥and X does
not imply Y directly. For example, it is too timemrsuming to figure out that the
association between {C} and {A} can be interestb@gause {C} implies {C D E}
and {C D E} implies {A} but {C} does not imply {A}directly. More concretely,
based on the above discussions, directed graphstdmggh direct associations
between concepts as well as transitively justifietirect rules.
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i < 0.6
1< 0.6
F [D,CDEJ [C,CDEJ
A A
’ 0.6 0-6

Fig. 1. Directed concept association graph based on ddtase Table 2.

Fig. 2. Three sample of undirected concept associatigshgra



Experiments and Results

To demonstrate robustness and coherence of theagprwe chose two textual
datasets. The first dataset, which we call PubMesddracts, consists of 9795
biomedical abstracts downloaded from PubMed Cerj#2] with the keyword

MRNA For the second dataset, we did experiments WwighBioMed Central text
corpus [23] that includes 4581 published articléspeer-reviewed biomedical
research.

To show the effectiveness and efficiency of ourodtgm, we look at the
results in three different ways. Our first focusdsdemonstrate how results from
concept based association rule mining using mudtilphrases outperform the
results from using only single words. Second, westngietermine how to rate the
interestingnessof association rules that are extracted. For thispose, we
compare traditional support and confidence progenrtiith new interestingness
measurespond and all-confidence introduced in [9]. Finally, we evaluate our
method for constructing concept association graphslirected graphs for
interesting concept associations based on theoafidence property. A graph
representation is employed to help users intetheetesults and infer new rules.

Isolated words vs. multi-word concepts

In this section, we highlight the concept extragtitechnique that we have
developed to generate accurate input to associatienmining algorithms. First,

recall that in the case of single words, the numifeassociation rules that is
generated is considerably higher than when multéwanncepts are used. This
large number of rules increases the human effaired to interpret them and
identify the interesting ones. Our rule mining s@fte is a modified version of the
fast apriori implementation by Bodon [24] and was on a Sun machine with
4GB of physical memory.

Regarding PubMed-abstracts, using the traditiomnglpsrt and confidence
interestingness measures, with a support thresdbl@.005 and a confidence
threshold of 0.7, multi-word concept based ruleingrmproduced only four rules.
However, using isolated words caused the prograorash without yielding any
rules. It started with 2105 frequent 1-itemsets andsumed all memory after
generating 1,541,371 4-itemsets.

We tuned the support and confidence thresholdsrieroto decrease the
number of frequent itemsets so that the processimgrthe program can fit into
memory. We set support to 0.007 and confidence3oThe isolated word based
approach returned 1,993,922 rules with the largdstcontaining 11 words. The
multi-word concept based approach produced onlylésr all of them with three
words. All five seemed interesting. Certainly, fiaee manageable to interpret
compared to 1,993,922 rules. From the isolated Wwasikd approach, 63,816 rules
had a confidence value of 1.0, which was unexpedecbnfidence value of 1.0
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describes the strongest associations which therefaight be expected to be
interesting. However, one can see that they areactially meaningful and
interesting by looking at the top 20 results shawable 5. Table 6 illustrates
rules from the multi-word concept based approacks dbvious that the concept
based approach does not have redundant rules, tislevord based approach
does. For instance, the rules "transcription-polgse— chain", "transcription-

polymerase— chain, reaction” and "transcription-polymerase reaction” in

Table 5 are redundant.

Table 5. Top Association Rules from isolated words (support = 0.007, confidence =
0.5)

Rules Support
method, conclusion, level, cell, expressiorresult488
method, conclusion, effect, cetresult 469
rt-pcr, method, conclusion, celresult 433
method, conclusion, decreasessult 406

reverse, chain, method, expressierreaction 390
reverse, chain, method, conclusienreaction 381

objective, method, significant result 381
objective, method, conclusion, significaptresult 378
transcription-polymerase> chain 375
transcription-polymerase> chain, reaction 375
transcription-polymerase> reaction 375
background, method conclusion, stugyresult 374
objective, method, leveb result 373
objective, method, conclusion, level result 368
china, objective— result 361
method, conclusion, induce, celf result 354
method, conclusion, level, protein, cell result 346
method, conclusion, show, celt result 345
line, human, study, mrna cell 344

objective, method, conclusion, increaseresult 340

Table 6. Association rules from concepts (support = 0.007, confidence = 0.5)

Rules Support
vascular endothelial growth facter vegf 124
cardiac— heart 89
background, methoé> result 88
induce apoptosis> apoptosi 78
apoptotic— apoptosi 71

New Metrics vs. the Traditional Support & Confidence

Table 7 is the summary of the results from the Pedidbstracts dataset. They
were acquired from multi-word concept based rul@ing using the traditional
support and confidence interestingness measuralittenfidence measure, and



the bond measure, respectively. It shows the tatalber of association rules for
each interestingness measure.

Table 7. Number of association rules for support and confidence, all-confidence and
bond

Threshold Support (0.002) &Conf.All Bond

Conf.
0.5 752 529 232
0.7 143 62 38
0.8 67 26 15
0.9 21 8 6
1.0 0 2 2

Initially, for both the PubMed-abstracts and BioMé&tkentral datasets,
max_ngram_sizevas defined as 4, so concept phrases up to fordsAong were
sought, andanin_supwas defined as 10, meaning the concept phrasesgpm at
least ten documents. In the traditional model,high support thresholds, such as
0.5 and 0.2, the software returned no rules. Ineortb make this model
comparable with the new measures, we decreaseslifiport threshold to 0.002,
thus reducing the pruning effect of a high suppsrimuch as possible. The 0.002
value was determined by memory limitations becdansease of an even lower
threshold, 0.001, the memory needed for candidatemtion greatly exceeded
the available memory.

As noted in [9], there is no certain relationshgiviieen the traditional and the
new measures. From Table 7, it can be observedhbatet of association rules is
larger for the traditional measures but does noessarily include all of the rules
yielded by using bond or all-confidence. In thddaling we show some example
rules from results obtained using the all-confidenmeasure with threshold value
0.5. Note that none of these rules are listed & mdsult set obtained using
traditional interestingness measures (support £2).@onfidence = 0.5). These
example show that support pruning may cause soteeesting rules to be lost in
the pruning process. After each rule, a descriptivie with its source is attached
to confirm the association.

* skin disease~ psoriasis

. a chronic (long-lastingskin diseaseof scaling and inflammation that
affects 2 to 2.6 percent of the United States patpn, or between 5.8 and 7.5
million people. Although the disease occurs inaglé groups, it primarily affects
adults. It appears about equally in males and fesnBkoriasisoccurs when skin
cells quickly rise from their origin below the sack of the skin and pile up on the
surface before they have a chance to mature [25].

* plasmodium— malaria

Four species d?lasmodiuninfect humans and causwlaria[26].
* spinal ligament- ectopic bone formation

. of the posterior longitudindigament of the spinOPLL) is a common
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form of human myelopathy caused by a compressidgheopinal cord bgctopic
ossificationof spinal ligaments [27].

¢ vein wall— thrombu

Deep vein thrombosigDVT), a form of venous thromboembolic disease,
refers to the formation ofthrombus(blood clot) within a deepein, commonly in
the thigh or calf. Although venous thromboembolisedse can develop after any
major surgery, people who have orthopaedic surgarthe lower extremities are
especially vulnerable. Three factors contributéotmation of clots in veins:

Stasis, or stagnant blood flow through veins. Tihisreases the contact time
between blood andgein wallirregularities [28]...

When we compare the bond and all-confidence messtire bond measure is
more restrictive than all-confidence. With the satheeshold value it returns
fewer rules. Its result set is a subset of theltegielded by all-confidence using
the same threshold. Nevertheless, by changinchtieshold it is possible to obtain
approximately the same set of rules. For exampdgements with the PubMed-
abstracts dataset show that results from bond w6ré the same as results using
all-confidence = 0.8. Therefore, all-confidence dmhd are equivalent in being
able to find the most interesting rules. We showmeaules generated by using
bond and all-confidence for the BioMed Central datan Table 8.

Table 8. Number of association rules extracted from BioMed Central

Threshold All Conf. Bond
0.5 MF: 10 2968 626
MF: 20 3141 285
0.7 MF: 10 226 120
MF: 20 72 41
0.9 MF: 10 45 36
MF: 20 20 18
1.0 MF: 10 32 23
MF: 20 17 15

MF Minimum frequency threshold for concepts in data

Directed Graphs

Depending on the formal definition of bond and ahfidence, rules that are
returned by these measures contain no informatibauta direction of the
association. After mining a sample dataset, Tabldis& rules whose all-
confidences are at least 0.5. Based on the afot@oned association rules, three
examples of undirected graphs between some coneeptshown in Figure 2.
Although graph representations of concept assocdiaissist users to see relations
quickly and easily, undirected graphs are lessrinftive that one might like.
Therefore, since each rule has a confidence vale,integrated the graph
representation with the confidence value to givedalions to edges.



Table 9. List of rules satisfying all-confidence=0.5 after concept mining of dataset
from Table 2.

Rule Confidence
8>3 0.5
358 0.5
855 1.0
5-8 0.6
7—6 1.0
67 1.0
7—6,1 1.0
6—-7,1 1.0
1-7,6 0.6
751 1.0
157 0.6
61 1.0
1-6 0.6
43 0.5
354 0.5
551 0.6
155 0.6
251 0.6
152 0.6
8>3 0.5
3-8 0.5
8—-5 1.0
5-8 0.6

We further apply the traditional confidence metadind the direction of each
rule. Figures 3-6 are sample graphs that exhilmitesmteresting associations. The
first two are constructed from the PubMed-abstrdetimset, and the last two are
from the BioMed Central dataset. All the associaighown in the figures have
all-confidence values greater than 0.5. Figure &wshinteresting associations
between chlorthalidone and the others. The dashed lines between concepts
indicate weak confidence values (<0.6). The detiegmotes below explain the
relationships between concepts in Figure 5 andrEiguespectively.

e ALLHAT (Antihypertensive and Lipid-Lowering Treatmeto PreveniHeart
Attack Trial) was the largest antihypertensive trial and tleosd largest lipid-
lowering trial and included large numbers of paseaver age 65, women,
African-Americans, and patients with diabetes, teddargely in community
practice settings...This trial is comparing treatmehthypertension with a
diuretic chlorthalidong against newer types of antihypertensives - ahaalp
adrenoceptor blockedéxazosih, an ACE inhibitor, and a calcium antagonist -
in a high-risk patient group (all over 55 yearshadine or more cardiovascular
disease (CVD) risk factors) [29].

* Osteoporosis is a significant public health problessociated with increased
mortality and morbidity. Our aim in this cross-seotl study was to
investigate the relationship between lifetime pbgkiactivity andcalcium



Knowledge Discovery in Textual Databases: A Condegsteciation Mining Approach 15

intake and bone mineral density (BM&nd BMC (bone mineral content) in 42
regularly menstruating Caucasian women (age 21-204/ years, BMI
23.83+/-5.85). BMD and BMC at the lumbar spine (L4 hip (femoral neck,
trochanter, total), and total body were assesseddbsl energy x-ray
absorptiometryDXA). [30]

/actlvatlon |nduced\

[somatlc hypermutatlon cytidine deaminase
Ed
0.6 7 <0.5

class switch

Fig. 3. Graph representation of a set of transitive asfooiaules from PubMed (all-
confidence = 0.5)

[ natriuretic peptide receptor J

0.7

0.9

c-type natriuretic peptide }-.

0.8 0.8
0.6 natriuretic peptide 0.6

l brain natriuretic peptide J
0.7

y
bnp

Fig. 4. Graph representation of a set of transitive aasioci rules from PubMed (all-
confidence = 0.5).



calcium-channel block
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<0.6

0.84 0.75

h

0.81

r

0.75

trial allhat » doxazosin

Fig. 5. Graph representation of a set of transitive astooiaules from BioMed Central
with all-confidence = 0.6

absorptiometry

0.5 -
}—b{ hone mineral dense
F Y

0.53

osteoporotic
0.53

w/ \
calcium intake

one mass

0.59

Fig. 6. Graph representation of a set of transitive aasioci rules from BioMed Central
with all-confidence = 0.5

Conclusions

In this chapter we explore a new approach for kedgk discovery from
biomedical text databases. A concept is a keywardnalti-word phrase that
describes the subject about which a user is seéffagmation. For example, if a
searcher is looking for information about lung camdhe concept would Hang
cancer Our goal is to extract interesting association®@g concepts that co-
occur within a text collection.

After concept extraction, the documents are eaghmnesented as bag of
conceptslt is not the concepts, however, but the associatbetween them that
represent much of the knowledge buried in the dasum Our text data mining
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task is to dig out these buried associations agetsgfrom text collections. One

contribution of this chapter is the use of conceggtsnputs for the associate rule
mining algorithm. Another contribution is a grapbkpresentation of mined

associations.

We evaluated our techniques by using two real tdxdatasets. The evaluation
results show our system can automatically find regng concepts and their
associations from unstructured text data. The éxmatal results also show that
our approach can significantly reduce the numbeurohteresting associations.
Considering the results from the real-world datagetused, we conclude that the
all-confidence measure is quite useful in genegatinteresting associations.
Furthermore, the generated directed graph that dsemted for concept
associations not only shows the directed assonmtiepresented by association
rules but also all transitive associations. Theceph association graph can be
used to infer new association rules. Thereforauiit lead to the discovery of new
knowledge from textual databases.

In the future, we will investigate other concepttragtion algorithms for
knowledge discovery from textual databases. We aldlb develop more efficient
algorithms for generating concept association gsaph

Examples

As additional examples, we mine Reuters-21578 Teallection [31]. Some
interesting relations are visualized in Figure #8rmer one depicts associations
between a mine company, a union and others. Ladteows interesting
associations betweeanergy information administrate eiand the others. The
dashed line betweernl demandandgasoline demanéhdicates weak confidence
value. The concemtnergy information administrate e@ntains also abbreviation
eia for energy information administrate. The abbrawiaspr stands for Strategic
Petroleum Reserve in energy related news.

[unite steelworker america]

trail smelt

0.7

sullivan mine

Fig. 7. Graph representation of a set of transitive assioci rules from Reuters-21578 Text
Collection (all-confidence = 0.5)

office technical work | Kimberley<
{ 05 S

lead zinc mine



0.8

oil demand

residual fuel demand

0.6  \ <0.
0.
gasoline demand

domestic crude

lweek petroleum status report}

estimate bpd

Fig. 8. Graph representation of a sample set of trans#éssociation rules from Reuters-
21578 Text Collection (all-confidence = 0.5)

Chapter Questions

1- What is support and confidence of an associatita®?ru

2- Formulate bond and all-confidence measures.

3- Discuss relations between all-confidence, bond,sapgort for a dataset.
4- What is a concept and how it is related tegram?
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